
A Study of Low-Reynolds Number Effects in Backward-Facing 
Step Flow Using Large Eddy Simulations 

Lars Davidson* 
Dept. of Thermo and Fluid Dynamics 

Chalmers University of Technology 
S-412 96 GothenbUig, Sweden 

http://www.tfd.chah,ners.se;-lada 

Peter V. Nielsen 
Dept. of Building Technology and Structural Engineering 

Aalborg University 
Sohngaards110lmsvej 57 

DK-9000 Aalborg, Denmark 
http://www.civil.auc.dk/i6/staff/navn/i6pvn.html 

h 

H 

x 

Figure 1: Configuration. Extent in z direction is 0::; 
z:s;W. 

Abstract 
The flow in ventilated rooms is often not fully tur­
bulent, but in some regions· the Bow can be laminar. 
Problems have been encounlered when simulating this 
type of flow using RANS (Reynolds Averaged Navier­
Qtokes) methods. Restivo [L] carried out experiment 
on the flow after a backward-facing step, with a large 
step (the ratio of the total height to the inlet is 6), This 
is much larger tha1l what is common for backward­
facing flow. The reason why Restivo chose this con­
figuration is that it js similar to a ventilated room 
with the opposite wall removed. Detailed measure­
ments were carried out in Ref. {l] at Re = 117, 780 
and Re = 5000. For the lowest Reynolds number the 
flow was fully laminar. At the intermediate Reynolds 
number the flow was partially, althougb not fully, tur­
bulent. At the highest Reynolds number the Bow was 
found to be fully turbulent. Thus we cnn identify three 
types or flows; laminar, transitional, and fully turbu­
lent. 

·This work was carried out during the author's stay at Dept. 
of Building Technology and Structural Engineering, Aalborg 
University in Autumn 1997. 
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Introduction 
In the present study th.is flow will be computed us­
i.ng Large Eddy Simulations (LES). We have chosen 
the two Reynolds nwnbers investigated in Ref. [l] 
(Re = 780 and 5000). Previously we have com­
puted fully turbulent flow in a ventilated room using 
LES with good results (4]. A considerably more effi­
cient numerical solver is used in the present study (5]. 
A dynamic one-equation model is used as a sub�id 
model [GJ. 

Initially, we planned to also present simulation.s of 
the lowest Reynolds number Re = 117 (i.e. laminar 
flow). However, it tUined out that when the numerical 
predictions of the lruninar Oow were compared to the 
experiments of Restivo (l], we found a large discrep­
ancy. This work is presented in Ref. (19]. We believe 
that there is something wrong in that experimental in­
vestigation. To support that conclusion, we present in 
Ref. [ 19] pre<lictions of other backward facing Bow con­
figurations, where we show that our predictions agree 
well with experimental data. 

In the following sections we present the subgrid 
model, the numerical method and results and discus­
sions. 

The Dynamic One-Equation Sub­
grid Model 
Recently a new dynamic one-equation subgrid model 
was presented (6]. For convenience, the model is briefly 
described below. 

The modelled k,95 equation can be written 

(1) 



In the production term, the dynamic _coefficient C 

(2) 

is computed in a way similar to tlmt used in the stan­
dard dynamic model [7, 8, 9, 10], i.e. 

� 1 ��� 77' /{ = k s9s+ 2.C;;, M;j = fl /{'i S ij - fl kJ9.S;; 
(3) 

where .C;j denotes the dynamic Leonard stresses, and 
where K = �T;; is the subgrid kinetic energy on the 
test level [9, 10, 11]. 

To ensure numerical stability, a constant value of C 
ir1 space ((C)xyz) is used In the momentum equations. 
This is determined by requiring that the production 
in the whole computational domain should remain the 
same, i.e. 

The idea is to include all local dynamic information 
through the source terms of the transport equation 
for k,0�. This is probably physically more sound since 
large loca.l variations in C appear only in the source 
term, and the effect of the large fluctuations in the 
dynamic coefficients will be smoothed out in a natu­
ral way. In this way, it turns out that the need to 
restrict or limit the dymunic coefficient is climinal"ed 
altogether. 

The Numerical Method 
An implicit, two-step time-advancement methods is 
used (5]. The filtered Na.vier-Stokes ,equation for the 
ii; velocity reads 

When it is discretized it can be written 

1 '"'""''+ ' 
iin+i = un + b.tH (un un+l) - -ab.t-"P 

__ 
1 t t � I 

p 8Xj 
·1 ' 8fi" ,- -(1 - a)b.t-'-

p OX; 

(6) 

where ff (ui', u.:•+1) includes convection and the vis­

cous and subgrid stresses and o = 0.5 {Crank-
licolson). Equation 6 ls solved wbich gives uj+1 which 

does not satisfy continuity. An intermediate vek>clty 
field is computed by subtracting the implicit par.L of 
the pressure gradient, i.e. 

1 a-11 I 
u* = u'.'+l + -ab.t-P 

__ 

t ' p ax, . 
(7) 
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Taking the divergence of Eq. 7 requiring that conti­
nuity (for the face velocities ui.J which are obtained by 
linear interpolation) should be satisfied on level n + 1, 
' a-n+1;a 0 b . Le. ui,f x; = we o tam 

a2pn+i _ p au;.J 
&x;ax; - b.ta 8x; · 

Results 

(8) 

More detailed results are presented in Ref. (12]. 
The configuration is shown in F ig. l. The geometry 

is given by: 

W/H = 3, h/H = 1/6, Re= U;nh 
lJ 

Air of 20°C is used, and H = 3 m. We use no-slip 
at all walls. y < 2 at the west wall, the floor and 
the ceiling; mostly it is below one. Near the side walls 
(low and high z) y+ is around 10. If y+ > 11 , wall 
functions are used [13]. The subgrid kinetic energy 
is set to zero at all walls as well as at the inlet. A 
convective boundary condition is used at the outlet 
for ii, i.e. 

au au 
-+Ub- =0: 
&t ax 

where Ub it the bulk velocity (= Uinh/H). This 
boundary condition has shown to be considerably bet­
ter than zero streamwise gradient (14]. Zero stream· 
wise gradient is used for ii. 

A geometric stretching is used for the grid in t'he y 
direction, with refinement near the walls. The inlet is 
covered by 30 cells. In the x direction the cell spacin@ 
increases with x, and in the z direction a constant 
spacing is used; for more details see Table 1. 

For the fully turbulent case (Re = 5000) random 
fluctuation are superimposed on the experimental inlet 
velocity 

Uin = U;n + 2 (rnd � �) U�xp 

Vin = (md - D u�xp• W;n = (rnd - D t£�"'I' 

which gives a fluctuating amplitude u�xp (both positiv( 
and negative) for u, and half of that for iJ and w. Tho 
inlet velocity U; .. is constant over the inlet. In Ref. (12 
another i11lei boundary conditions is also presemed 
where Uin is set according to experiments. As the inle 
is rather small (large step height), the fiow is proba.bl� 
less sensitive to the inlet boundary conditions that 
for configuration with .a small step like that used i1 
Ref. (15]. · . 

The time step is set to 0.26 seconds and 1.8 second 
for Re = 5000 and Re = 780, respectively. This give 
a maximum convective CFL number of approximate!: 
one. 

For Re = 5000, two different grids (one coarse ano 
one fine) have been used. The number of cells in the 
direction has been increased on the fine mesh. Unles 
otherwise stated, the results from the coarse mesh ar 
presented below. 



Mesh Re 
C:.Xmin C.Xmas C.Ymin,f �Ymin,c �Ymax �z 

L ---yr- � 
-

H H H H 
1 60 x 80 x 64 Re - 780 0.013 0.20 O.OU16 0.043 0.04 0.047 17.SH 
128 x 80 x 80 Re= 5000 0.013 0.17 \ 0. 0016 0.043 0.04 0.0375 11.SH 

1 28 x 80 x 128 Re= 5000 0.013 0.17 0.0016 0.043 0.04 0.0234 11.5H 

Table 1 :  Geometrical details of the meshes. The min denote the extent of the near-wall cell. Index c and f 
denote ceiling and floor, respectively. 
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Figure 2: Experimental reattachment length XR as a 
function of inJet Reynolds number Re (1). 

The fine-mesh computations ha.ve been carried out 
on a 64 processesor ORIGIN 2000 at Chalmers. 
The code was parallelized by. Zacharov [16). Us­
ing one/four/eight processors the elapsed time was 
177 /52/28 seconds p r �hne step, thus giving a speed­
up of 3.5 and 6.3 on four and eight processors, respec-
tively. 

· 

The one-equation subgrid model pres1mted above is 
used. The average value of the homogeneous constant 
iu Eq. 4 is (C):y: '.'.!' 0.07 for Re = 780 and (C).,u, � 
0.075 for Re = 5000. 

Vector plots are presented in Fig. 3. As can be 
seen the recirculation bubble is large for Re = 780 
(xn/(H - h) = 9.2). As a result the secondary bub­
ble below tbe inlet is also large. The experimental 
data show the reverse: the recirculation region is larger 
for Re = 5000 than for Re = 780, see Fig. 2. How­
ever, also the experiments show a larger bubble if the 
Reynolds number is reduced even further (clown to 
Re .;S 250). Other experimental investigations do not 
show sud1 a marked clip in the xn - Re cu.rve as shown 
in Fig. 2. For example, neither the experimental inves­
tigation by Armaly et al. (17) nor by Romano et al. [18) 
present any similar dip. It should, however, be kept in 
mind the the slep was smaller in these two investiga­
tions (h/H = .514 and 2/3, respectively). hl a sepa­
rate study, the present authors predict laminar 8ow in 
the Restivo-configuration [l 9). It was concluded that 
for low Re 11umbei;s there are some problems with his 
measurements. Thus, considering the discrepancy be­
tween the predic�ior�s and experiments at Re = 780, 
we think that the 17redictions are more c-0rrect than 
are the experiments. 

For Re = 5000 tl1e predicted reattachment length 
is x11/(H - h) = 7.3 and 7.6 for the coarse and fine 
mesh, respectively. This is some 203 larger than ex­
perimental data (xn,0�,, = 6.12). A number of fac-
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tors can explain this discrepancy: too coarse a grid, 
inadequate subgrid model, inaccurate inlet boundary 
conditions, and, inaccurate measurements. Work is 
going on to ·investigate tbe influence of another inlet 
boundary conditions [12). Two different grids have 
been used. As can be seen (Fig. 5) the difference be­
tween the predictions on tl1e two gdds is smaU except 
for z/h � 35. This is probably because the three­
dimensional effects are large in the reattachment re­
gion {see Fig. 9), and these are convected downstream . 
If the velocity profiles are averaged over, for example, 
2H in the spanwise direction, the difference is much 
smaller [12). It should be mentioned that the reat­
tachment length has beel) accurately predicted wi.th 
traditional Low-Re eddy-viscosity models such as Lhe 
k - E model [2) and a modified k - w model [20). 

111 Figs. 4 and 5 the time-averaged u velocities are 
compared with experiments. As mentioned above, we 
believe that the experimental data for Re = 780 should 
be regarded with some caution. 

No problems were experienced in performing the 
calculations for the low Reynolds number. The in­
let boundary conditions are laminar, and a Lransi­
tion to turbulent flow occurs somewhere further down­
stream. In Fig. 6, the time history of the ·ii velocity 
at two points are shown wltich illustrates the transi­
tion. Close to the inlet (x/H = 5/6), the fluctuat­
ing velocities are small whereas furt,her downstream 
(x/ H = 4) they have grown much larger and the 
flow can be considered as turbulent. The rms-values 
'Urma/U,., at these two points (see Fig. 6) are ,Vl3 
and 11.53, respectively. The corresponding figures for 
Re= 5000 arc 4.6% and 13.8%, respectively [12]. Thus 
the growth of the fluctuations is much stronger for the 
low Re number case, in which the flow goes from lam­
inar (the inlet) via transitional to fully turbulent. Al 
tl1e high Re number the flow is fully turbulent right 
from the inlet. 

Attempts have been carried out to compute this 
flow at low Reynolds numbers by Skovgaard and 
Nielsen [2), where a low-Re number k - e was used. 
No convergent results were obtained for Re < 1000. 
This is probably because as k goes towards zero, the 
c equation becomes ill-conditioned, because there are 
terms which include e/k. Peng el al. (3] used k - w 
models. The advantage of this type of model is that 
thew equations possesses a solution evei1 if k � 0. The 
production term and the turbulent diffusion terms go 
to zero, and the convection term, the destruction term 
alld the viscous diffusion term balance each other. No 
convergence problems were reported. The same trend 
as in the present work was found, i.e. that the xn in­
creases when the Re number is reduced. In that work 
it was nevertheless concluded that the k - w failed, 
siJ1ce the agreement with experimental data was very 
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Figure 3: Time-averaged velocity vector plot (not to scale) . z/W = 0.5. Every fourth vector is plotted in each 
direction. a) Re= 780. b) Re= 5000. 

poor for low Reynolds numbers. In view of the find­
ings in this work (including Ref. [19]), that conclusion 
was perhaps incorrect. 

In Fig. 5, the velocities for the coarse mesh have been 
time averaged during 11000 (2860 seconds) and 17000 
(4420 seconds) , respectively. From Fig. 5 it seems that 
the time during which time averaging is performed is 
sufficient. The number of time steps for time aver­
aging for the fine mesh is 18000; time averaging was 
performed for another 6000 time steps but the effect 
on the time averaged u profiles was found to be negli­
gible. 

We can relate the time-averaging time to how long 
time Tcont1 it takes for a fluid to be convected past 
the recirculation region. This would correspond to 
a characteristic time unit. A "bulk" velocity for the 
flow past the recirculating region is Ubulk ::: 0.5U;,. = 
0.5 · 0.153 ::: 0.076 m/s . Thus, we get Tconv = 
xn/Ubalk = 6 · 3/0.076 = 237 seconds. Thus the aver­
aging time Taver correspond to 12 and 18 characteris­
tic time units, respectively. This should be compared 
to Aksevoll & Moin [21] and Yang & Ferziger [22] 
who used 50 and and 3.8 corresponding characteris­
tic time units, respectively. It should be remembered 
that they, in addition, performed spanwise averaging, 
as their flows were homogeneous in the spanwise di­
rection. The time Tauer in the present work is simi­
lar to that used in Ref. [22], but considerably shorter 
than that used in Ref. [21). In those studied, how­
ever, they also present correlations of resolved fluctu­
ations, which usually require considerably longer aver­
aging times. 

In Fig. 7 the time history of the reattachment point 
xn at the center plane is shown. It can be seen that xn 
fluctuates much. No information on the time history 
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Figure 7: Time history of position of reattachment xn 
Re= 5000. z/W = 0.5. 

for this Re number is provided in Ref. [1]. Romane 
el al. [18] present time history of zr1 in their con.fig­
uration (h/ FI = 2/3 and Re = 2500), and they fine 
that xn/(H - h) oscillates between 2 and 10. In tJu 
DNS simulations of Le et al. (15] (h/ H = 1/2 ane 
Re = 5000) they find that xn/(H - h) oscillates be· 
tween 5 and 8. 

In Figs. 8 and 9 the three-dimensionality of the flo,, 
field is illustrated. The c-Ontours of the (il)t velocit: 
contours close to zero are shown near the ceiling anc 
near the floor (Fig. 8). We find that the main reat 
tachment line is fairly straight for both Re numbers 
There is larger spanwise variation for the secondary re 
circulation bubble below the inlet. The separation !in> 
for this bubble is xn/ H ::: 3 and 2 for Re = 780 anc 
Re = 5000, respectively. For the high Reynolds num 
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dashed line: (u)c/U;n = -0.002. a) Cei)ing, Re = 780. 
b) Floor, Re= 780. c) Ceiling, Re= 5000. 

ber there is no separation along the ceiling. However, 
for Re = 780 we find separation along the side waUs 
up to 0.8H from the walls, see Fig. Ba. In the center 
1>lane, however, no separation akes place, which can 
also be seen from the vector field in Fig. 3. Note that 
we are here taking about time averaged flow field. fa­
stantaneously there an� negative u velocities near the 
ceiling. The instantaneous recirculating regions are 
very thin, however. 

In Fig. 9 time averaged ii profiles along spanwise 
lines are shown. lL can be seen that the Bow is not 
two-dimensio11al1 but there are spanwise variations of 
up to approximately 103 of the inlet velocity. 

Conclusions 
1:..ru:ge Eddy Simulations of the backwards-facing flow 
with a large step h/ H = 1/6, have bee11 presented. for 
two different Reyno�ds number Re = 780 and Re = 

5000. 
Unfortunately, we believe that the experiments at 

this low-Re number should be regarded with some cau­
tion, because it l1as been found that the correspond­
ing experimental investigation for laminar condition 
(Re= 117) are likely t.o be incorrect (19]. 

For Re = 780 the predictions show that the flow 
close to the inlet is close to laminar (urm�::,: 0.01), and 
that further downstream the Bow becomes fully turbu­
lent (unr,$::,: 0.11). The predicted recirculation region 
is large.r than for Re = 5000, an observation which has 
some support in the literature [17][18]. ft has previ­
ously been found that the k - e: model cannot handle 
this type of flow, and no convergent solutions are ob­
tained (2]. The reason is that the e: does not have any 
solution when k -+ 0, because it includes terms like 
e:/k. The k - w model, on the other baud, performs 
better, and convergent solutions are obtained [3]. fur­
thermore, the k - w model gives, as in the present 
work, an increasing xu with decreasing Re. 

At the high Reynolds number Re= 5000 the agree­
ment between predictions and experiments are fairly 
good, except in the reattachment region. The pre­
dicted recirculation region is some 203 larger than the 
experimental one. This discrepancy could be due to 
insufficient grid resolution, inadequate subgrid model, 
inadequate inlet boundary conditions, or inaccurate 
measurement data. further investigations are needed 
and. some further work will be found in Ref. [12]. 
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